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#### Abstract

This is a joint project begun in 1983 and first reported in (Abraham, 1989). We were inspired by Arthur Winfree and have in mind a number of applications to medical physiology and mathematical biology. The main theme is the role of the geometry of periodic attractors -- the shape of an attractive limit cycle and its isochrons -- in determining the phase synchrony of a network of heterogeneous oscillators (periodic or chaotic). We present a profusely illustrated review of the geometric theory of the synchronization of periodic attractors, such as biological oscillators, by periodic pulsatile forcing. We think of this tutorial as "Winfree 101 " but a number of new insights are included.
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## 1. Introduction

Some years ago we worked together on the microstructure of forced oscillators, while studying various biorhythms of mammalian physiology. While the global analysis behind our ideas was eventually published, the basic intuitions of our theory have been buried in our files until now. In this long but nontechnical tutorial, we present the essential geometry of synchronization and phase regulation of coupled oscillators. In future work we plan to carry out some physiological applications in more detail.

## 2. Favorite phase theory, an analytical outline

A dynamical system is a vectorfield V assigning a velocity vector, $\mathrm{V}(\mathrm{p})$, to each point p of state space M, a differentiable manifold. (Abraham, Marsden, and Ratiu) A trajectory is a curve in M that is everywhere tangent to the vectorfield V. An oscillatory process is then modeled as a periodic attractor $\Gamma$ of some dynamical system. We assume throughout that $\Gamma$ is a periodic attractor, representing a stable oscillation. (Hirsch and Smale)

We consider now a periodic perturbation of $\Gamma$. Thus we embed V in a dynamical scheme, that is, a family of vectorfields, $\mathrm{V}_{\mathrm{c}}$, where c belongs to a parameter space, C , called the control space. We have another dynamical system, the forcing system, with vectorfield U and state space L. Finally, we have a coupling function, $\mathrm{f}: \mathrm{L} \rightarrow \mathrm{C}$. The periodically forced system then is a vectorfield, Ux V , on the product manifold, $\mathrm{L} x \mathrm{M}$. For simplicity, we assume the L is a one-dimensional torus, or circle, $S^{1}$, and $U$ is a constant speed of 1 , so $L$ is a periodic attractor of period $2 \pi$. This is the situation usually expressed by the first order autonomous system of ordinary differential equations,
$\theta^{\prime}=1$
$\mathrm{x}^{\prime}=\mathrm{V}(\mathrm{x})+\mathrm{W}(\theta)$
or equivalently, by the time-dependent system,
$x^{\prime}=V(x)+f(t)$
where f is a periodic, vector valued, function. (Abraham and Shaw) This latter form is also useful if we wish to consider the effect of a single short pulsatile force.

Now if V is the forced process, and W is a perturbing wave representing the driving force, how will W change the oscillation $\Gamma$ ? Consider the state point going around the unperturbed limit cycle $\Gamma$. The effect of W is to lift the state point briefly off $\Gamma$. Then the dynamics of the governing vector field, V, will return the state point back to $\Gamma$, but it will typically be to a different point on $\Gamma$ than if it had not been perturbed. We say the perturbation has reset the phase of $\Gamma$.

In order to determine how the phase has been reset, we begin with the assumption that in a small neighborhood of $\Gamma$, it has isochrons; that is, through every point on $\Gamma$ there is a unique arc that intersects $\Gamma$ cleanly and such that every point on that arc will return to the same phase of $\Gamma$. This is a consequence of hyperbolicity, a generic property of smooth vectorfields. (Abraham and Robbin; Hirsch, Pugh, and Shub) Isochrons were introduced by Winfree in his work on phase resetting
curves. (Winfree, 1980, p. 82; 1987, p. 54.) Isochrons provide the geometric basis for phase resetting curves, or PRCs. We now review the geometric theory of phase resetting.

### 2.1. The shape form

The contribution made by the shape of $\Gamma$ can be made precise. First, we decompose $\mathrm{T}_{\mathrm{p}}(\mathrm{M})$, the tangent space to M at a point p , into a one-dimensional subspace tangent to $\Gamma$ (denoted $=\left\langle\mathrm{V}_{\mathrm{p}}\right\rangle$, the space spanned by the vector $V_{p}$ ) and its complement $I_{p}$ (tangent to the isochron at $p$ )

$$
\mathrm{T}_{\mathrm{p}}(\mathrm{M})=\left\langle\mathrm{V}_{\mathrm{p}}\right\rangle+\mathrm{I}_{\mathrm{p}}
$$

In general, $\mathrm{I}_{\mathrm{p}}$ is the generalized eigenspace of the attractive eigenvalues of the periodic flow. That is, it is tangent to the isochrons of $\Gamma$ within the unperturbed vectorfield, V. (Hirsch, Pugh, and Shub, 1977) Here it is one-dimensional.

We then use this decomposition to split the effect of an instantaneous perturbation into a component along $\mathrm{V}_{\mathrm{p}}$ that changes the phase, and a component within $\mathrm{I}_{\mathrm{p}}$ that has no effect on phase, that is, it perturbs within an isochron. Thus if $\mathrm{W}_{\mathrm{p}}$ is the perturbation acting at $\mathrm{p} \varepsilon \Gamma$, then
$\mathrm{W}_{\mathrm{p}}=\mathrm{Z}_{\mathrm{p}}+\mathrm{Y}_{\mathrm{p}}$,
where $Y_{p} \varepsilon I_{p}$ and $Z_{p} \varepsilon<V_{p}>$. Since the component that changes the phase, $Z_{p}$, belongs to the onedimensional space $\left\langle\mathrm{V}_{\mathrm{p}}\right\rangle$, there is a scalar $\alpha \varepsilon \mathrm{R}$ such that,
$\mathrm{Z}_{\mathrm{p}}=\alpha_{\mathrm{p}} \mathrm{V}_{\mathrm{p}}$.
In this way, we can assign a real number $\alpha_{p}$ to each $W_{p}$, and that defines a function from $T_{p}(M)$ to R , hence is a 1 -form on $\mathrm{T}_{\mathrm{p}}(\mathrm{M})$. We call this the shape form of $\Gamma, \alpha(p)$. It depends on the shape of $\Gamma$, and the geometry of the underlying dynamical system, V. The shape-force function is the inner product of the shape form and a time-dependent forcing vectorfield. All these will be explained below.

### 2.2. Favorite phases

Suppose V is a vectorfield that is subjected to a small periodic perturbation, W. We can represent the perturbed vectorfield as $\mathrm{V}(\mathrm{x})+\mathrm{W}(\mathrm{q}, \mathrm{x})$, where W is periodic in q , and $\mathrm{x} \varepsilon \mathrm{M}$. Now suppose $\Gamma$ is a periodic orbit that is an attractor of V . Choose a point $\mathrm{p}_{0} \varepsilon \Gamma$, as a fiducial point for phase reference. Then, assuming the perturbation is sufficiently small, the perturbed vectorfield has a periodic orbit $\Gamma^{*}$ that is also an attractor, and pierces the phase zero section $\Sigma$ at a unique point $\mathrm{p}_{0}{ }^{*}$. (Abraham and Robbin) This point lies on a unique isochron of the original orbit $\Gamma$, and we call this point the relative phase. The effect of a brief perturbation by W is a change from a phase of V on $\Gamma$ to its relative phase under $\mathrm{V}+\mathrm{W}$, after W is withdrawn, and the system relaxes back to $\Gamma$. This effect is approximated by the component of W along $\Gamma$, that is, its value by the shape form of W on $\Gamma$, which projects along the isochrons of $\Gamma$. Let $\mathrm{W} / \Gamma$ denote this projected vectorfield on $\Gamma$. Its attractors are the favorite phases of the W/ $\Gamma$ system.

### 2.3. The favorite phase formula

We now introduce a formula for the favorite phases. Basically, the idea is that the favorite phases are the integrals of the action of the phase shift due to a perturbation at $\mathrm{p} \varepsilon \Gamma$, integrated over all p .

$$
\delta\left(\varphi_{0}\right)=\int_{\Gamma} \alpha_{p_{t}} \mathrm{P}\left(\varphi_{t}\right) \mathrm{dt}
$$

where $\delta\left(\phi_{0}\right)$ is the infinitesimal phase change at the fiducial phase $\phi_{0}, \alpha$ is the shape form, and $P$ is the periodic perturbation. The phase change is therefore the integral of the local phase shifts, integrated around the periodic perturbation. (Abraham, 1989; p. 71). All this will be illustrated below in a particular case.

## 3. Phase resetting, a tutorial

Arthur Winfree, in his extensive work on circadian rhythms, put great emphasis on the phase resetting curve, or PRC, and phase singularities. In this section, we relate the isochrons, phase foliation, shape form, and favorite phases of the preceding section to these well-known features of Winfree's geometry of time.

### 3.1. How to draw an isochron

The isochron concept is easy enough to grasp, yet given the equations defining a dynamical system with a periodic attractor, how can we locate an iscochron? We are now going to outline a simple computational approach, using a typical two-dimensional system as an example: the Rayleigh system with all coefficients set to one. (Abraham and Shaw, 1992, Exm 4a, p. 212) The steps could be accomplished with any number of available software packages: Matlab, Maple, Mathematica, Stella, or Berkeley Madonna, for example. We have used Berkeley Madonna for some of the figures in this section. The equations of the system are,
$x^{\prime}=y$
$y^{\prime}=-x-y^{3}+y$
The first step is to identify, roughly, a periodic attractor, or PA. As this system has only one attractor, we need not seek out its basin boundary. (There is a point repellor at the origin, which does not belong to the basin of the PA.) Thus, any point in the two-dimensional state space may be taken as an initial point, and integration by the Euler method, for example, will reveal the PA accurately enough. A few more experiments will provide us with an approximate value for the period of the PA.

The isochron is mapped into itself by repeated applications of the map $F$ which advances every point forward along its trajectory by the period of the PA. This is a discrete dynamical system within the isochron, and every point approaches the phase zero point of the PA asymptotically. They all share the same asymptotic phase, phase zero.

These steps are carried in Figures 3.1.1-8, in a simple case.

Fig. 3.1.1.
Here is a rectangular open set in the basin of attraction of the unique periodic attractor of our system, $x$ and $y$ range from -4 to 4 , and a single trajectory is shown, beginning from the initial point, (2, 2). It spirals clockwise, approaching rather quickly to the PA, asymptotically from the outside.

Fig. 3.1.2.
We now choose any point on the PA, and call it the phase zero point. Here we have chosen the point $p_{0}=(1.254416835,0)$.

Fig. 3.1.3.
We now measure the period of the PA by integrating from $p_{0}$ until the trajectory passes again through (or within some small epsilon) of $\mathrm{p}_{0}$, and noting the time of this passage. The period of this PA is approximately $\tau=$ 6.6632 .




Fig. 3.1.4.
Let F denote the map that advances any point, say $\mathrm{q}_{0}, \tau$ time units (one period) forward along its trajectory, to $\mathrm{q}_{1}$. For example, the small disk $\mathrm{A}_{0}$ is mapped to the flattened $\operatorname{blot} \mathrm{A}_{1}=\mathrm{F}\left[\mathrm{A}_{0}\right]$.


Fig. 3.1.5.
Similarly, let $\mathrm{F}^{-1}$ denote the inverse map of F . This maps every point $q_{0} t$ time units (one period) backward along its trajectory, to $\mathrm{q}_{-1}$. The small disk $\mathrm{A}_{0}$ is mapped to the elongated blob, $\mathrm{A}^{-1}=\mathrm{F}^{-1}\left[\mathrm{~A}_{0}\right]$. The elongating aspect of this map is the secret to drawing an isochron.


Fig. 3.1.6.
Through the point $\mathrm{p}_{0}$ we now draw a very short line segment, $\mathrm{T}(0)$, transversal (that is, not tangent) to the PA. We will choose a horizontal line segment.


Fig. 3.1.7.
Applying $\mathrm{F}^{-1}$ a few times, the short transversal is lengthened outside the PA, pulled towards infinity. This process converges, as the preimages of the transversal approach asymptotically to the isochron of phase zero, $\mathrm{I}_{0}$. Here is an enlargement of $\mathrm{T}(-1)$ in a small box at the point $\mathrm{p}_{0}$, made with extensive integrations by Berkeley Madonna.


The convergence of the pulling back process is very rapid in this case, so that $\mathrm{T}(-1)$ and $\mathrm{T}(-2)$ are nearly identical. This is due to two special conditions here: the attraction to the PA is very strong, and the initial transversal, $T(0)$, is rather close to the isochron by happenstance. Thus the curve shown above, a segment of $\mathrm{T}(-1)$, approximates the phase zero isochron very closely.

Fig. 3.1.8.
Inside the PA, the short transversal is pulled towards a repellor. This will turn out to be a singularity of the phase foliation, the famous phase singularity of Winfree. In this case, we have a counterclockwise spiral point repellor at the origin, but the isochrons spiral out clockwise from it.


### 3.2. How to draw the phase foliation

Now, again following Winfree, lets divide the basin of the PA (that is, the entire state box, excepting a small disk or point inside the PA) into six time zones. Of course there are infinitely many isochrons in the phase foliation, one for each phase, but these six time zones are enough to get the picture, as shown in Fig. 3.2.1. (See Hirsch, Shub, and Pugh on normal coordinates for proofs of all this.)

## Push-forward method

Parameterizing the dynamics by degrees of phase instead of time, advance every point of the zero phase isochron by 60 degrees (equivalent to $\tau / 6$ time units),. This gives us a segment of the 60 degree phase isochron, $\mathrm{I}_{60}$. Repeating this construction, we obtain the 120, 180, 240, and 300 degree phase isochrons. This construction of the phase foliation is conceptual, the successive images of a finite segment of the zero phase isochron grow shorter very rapidly.

## Pull-back method

After we have drawn the PA and determined its period as above, we may proceed as follows. Integrate backwards from the phase zero point an integral number of periods (we might try three for a start). Mark a point on this trajectory corresponding to each single period, getting a sequence of points, $\mathrm{p}_{0}, \mathrm{p}_{-1}, \mathrm{p}_{-2}, \mathrm{p}_{-3}, \ldots$ all on the phase zero isochron. Now integrate forward from the earliest point, changing the color of the trajectory every 60 degrees. The colors then correspond to time zones. But a variant of this procedure will be a little easier in our case.

## Trajectory method

In our exemplary system, the Rayleigh oscillator, a little exploration with an integrator such as Berkeley Madonna shows that the attraction to the PA is rather fast. Trajectories beginning on the bounding box shoot toward the PA, approximating an isochron. Within about one period, they turn and slow down to follow around the PA. We therefore adopt the following strategy to bring the phase foliation into view as a pattern of six colored time zones, each corresponding to a 60-degree interval of isochrons. We will simply color the first segment of a few trajectories beginning on the

## Fig. 3.2.1

Using an integrator, compute the trajectory from $p_{0}$ from $t=0$ to $t=6.66$, one period. Looking at the table of values of $(\mathrm{t}, \mathrm{x}(\mathrm{t})$, $y(t)$ ), select the values for each sixth of a period, $\mathrm{t}=0,1.1,2.2,3.3,4.4$, and 5.5. Plot these points on a graphic of the PA, and color by hand the arcs of the PA between these points. Using Winfree's favorite color code, these are (from phase zero): red, yellow, green, cyan, blue, and magenta.

bounding box.
Now our task is to color the entire state rectangle with these six colors, identifying the six time zones corresponding to phases in the 60 -degree phase intervals by these colors. The boundaries of the color zones will then indicate six isochrons of the phase foliation. We will proceed with this task "by hand," although the procedure could easily be automated.

Imagine a thin rectangle, the target, about two timesteps wide around the point $\mathrm{p}_{0}=(1.25442,0)$. If we are integrating with timestep 0.001 then we will be looking for values of $y(t)$ in the window ($0.001,+0.001)$, corresponding to about one degree of phase. The height of the target may be made much larger, as the dynamic vector, $\mathrm{V}\left(\mathrm{p}_{0}\right)$, is approximately vertical, so x is changing relatively slowly near $\mathrm{p}_{0}$. We will check for x in the interval (1.24, 1.27).

## Outer trajectories

Next we will examine trajectories outside of the PA. Later we should also explore the inside of the PA, looking for the phase singularity. We will consider one-at-a-time a number of initial points on the bounding box of the state rectangle, beginning near the top left corner. So we take $(-3,4)$ as the initial point, and integrate for one period. (In our case this will suffice. But with other systems, one might need to integrate for two or more periods.) Viewing the table of values of $(\mathrm{t}, \mathrm{x}(\mathrm{t}), \mathrm{y}(\mathrm{t}))$, we search down from the top as the values of $y(t)$ decrease from 4 until the first negative value. Then we check to see if the value of $x(t)$ is within the target. (In this case it is, otherwise we would keep searching down, and after one or more periods, we finally would find the trajectory within the target. In our case, we find the two successive rows in the table of values,
3.786, 1.26257, -0.000146685
$3.787,1.26257,+0.00111637$
From these we may interpolate and round, concluding that at about $t=3.786$, our trajectory starting near the upper left corner arrived very close to the phase zero isochron. Note that this is less than one period, 6.664. (If not, we would subtract an integral number of periods to find a remainder.) We now want to move backwards along the trajectory from phase zero, coloring it mentally for each sixth of a period (about 1.11) with its appropriate time zone code color. These are (rounding):

$$
\begin{aligned}
& (2.68,3.79) \text { magenta } \\
& (1.57,2.68) \text { blue } \\
& (0.46,1.57) \text { cyan } \\
& (0.00,0.46) \text { green }
\end{aligned}
$$

As we stop our mental coloring process on reaching back to the initial point, we will call this green segment, t in $(0,00,0.46)$, the initial zone segment of the trajectory from $(-3,4)$. This is about half of a 60 -degree time zone. The other three color-coded segments (cyan, blue, and magenta) all cross a full time zone.

Carrying out this method for several trajectories gives an impression of the phase foliation, as
shown in Fig. 3.2.2.

### 3.3. The density of the phase foliation

We should now make a careful note of the relationship between the geometry and the phase density of isochrons in the phase foliation. In case the velocity vector $\mathrm{V}(\mathrm{p})$ at a point p in the PA is large, the isochrons corresponding to two successive phases (say, one degree apart) will have relatively more geometric space between them. In the Rayleigh system pictured here, the speed - the length of the ( $\mathrm{x}^{\prime}, \mathrm{y}^{\prime}$ ) vector - has a spike of about 1.65 shortly before phases zero and 180 degrees, and a minimum of about 0.9 before 90 and 270 degrees.

### 3.4. Single pulsatile forces and the exact PRC

Given a PA and its phase foliation, we consider now a single, strong, and very short perturbation by an external force. We say force because the Rayleigh system is a second order system, the first equation says that $x^{\prime}=y$, meaning that $x$ is the displacement of something, and $y$ is its velocity. Therefore, $\mathrm{y}^{\prime}=\mathrm{x"}=\mathrm{a}$, the acceleration, and if the system derives from Newton's law, $\mathrm{F}=$ ma, then a is proportional to the force, F. In any case, we imagine the short perturbation to be a vectorfield - large, uniform, and pointing straight up - which as added to the vectorfield V during a very brief interval of time: a single, brief pulsatile force. We are now going to illustrate one of the key concepts of Arthur Winfree, the phase resetting curve, or PRC.

We may generalize the construction by considering the single application of an external force of a larger magnitude, and/or a longer duration. In fact, Winfree considered the strength of the perturbation to be determined either by the height of the force, or its duration, or both. For example, the brightness and duration of a pulse of white light, resetting the phase of a lattice of fruit flies. In any case, a unique PRC is defined by the experimental procedure outlined here, applied to any given PA and phase foliation.

Fig. 3.2.2
Here are the color coded trajectories for eight initial points on the boundary of the rectangular box. The phase foliation outside the PA may be estimated from these visual data.


Fig. 3.4.1
Here we show a trajectory along the PA (black), suddenly jerked upwards (red) by an instantaneous upward force. After the cessation of that brief force, the perturbed point continues along a new trajectory of the original system (blue).


Fig. 3.4.2
Here we superimpose on the hook (perturbation) shown above, a piece of the isochron (green) passing through the endpoint of the hook. This shows us the asymptotic phase of the blue trajectory, retarded significantly from the phase of the unperturbed (black) trajectory (yellow isochron). This phase difference, negative in this case, is the phase resetting due to this single pulsatile force.


Fig. 3.4.3.
Here we repeat the preceding construction, but to the left of (earlier in time than) a favorite phase. That is, the phase reset is positive (advance) rather than negative (retard). See that the yellow isochron (unforced system) precedes the green isochron (forced system).

Fig. 3.4.4.
Repeating this construction for a large number of points along the PA creates this curve, the phase resetting curve or PRC. The curve depends of course on the original vectorfield V, through its phase foliation, and the perturbing force amplitude and duration. Here we plot relative (new) phase resetting versus old phase. (Compare Winfree, 1987; p. 54.)


## 4. Favorite phases

We now zoom in to a closer look at the phase resetting process, in the case of a relatively brief pulsatile force.

### 4.1. The shape-force function and the instantaneous PRC

Note that the phase resetting by a pulsatile force applied near p, as shown in Fig. 3.4.2, involves primarily the PA component. To first approximation, the isochronal components of F produce perturbations (hooks) with the same final isochron, and thus, the same phase resetting. To predict the phase reset by a single pulse of the vector F , we need consider only its PA-tangential component, which is fully specified by its value under the shape form at p , as shown in Fig. 4.1.1.

Now we consider the case of a constant perturbing force vectorfield, F, applied at every point in the basin of the PA. We carry out the construction above for every point p of the PA. We obtain then a real-valued function, $\mathrm{a}(\mathrm{F})$, defined on the PA. If we now parameterize the PA by phases (in degrees) we may represent this function, which depends vitally on the phase foliation and the constant force F, by a graph. This function may be regarded as the instantaneous PRC, as it approximates the phase resetting by a pulse of force F and duration $\Delta \mathrm{t}$, for small $\Delta \mathrm{t}$. The graph appears very similar to the PRC graph shown in Fig. 3.4.3. However, we may also visualize the vectors $\mathrm{F}_{\mathrm{v}}(\mathrm{p})$ for all p in the PA as a vectorfield on the PA. We may call this the phase resetting vectorfield, or PRV, shown in Fig. 4.2.2.

Fig. 4.1.1
Here we show the splitting of a vertical F into a component $\mathrm{F}_{\mathrm{i}}$ tangent to an isochron and a component $\mathrm{F}_{\mathrm{v}}$ tangent to the PA at a point $p$. Note that the PA component $F_{v}$ is colinear with the unperturbed dynamic, $\mathrm{V}(\mathrm{p})$, or $F_{v}=\alpha(p, F) V(p)$, where $\alpha(p)$ is the shape form at p , and the real number multiplier, $\alpha(\mathrm{p}, \mathrm{F})$, is negative in this case.


## Fig. 4.1.2

This construction provides a vectorfield on the PA, a one-dimensional continuous dynamical system, the PRV. The attractive (red) and repulsive (green) fixed points, we we will interpret in the next subsection. Here is the PRV (blue vectors) for the Rayleigh system.


### 4.2. Periodic pulsatile forces and favorite phases

We now consider a most important situation: a pulsatile external force is applied as above, not just once, but periodically. Further, we consider only the case in which the system having one PA is forced periodically and synchronously. That is, a pulse is applied after the passage of each unit of time exactly equal to the period of the unforced PA.

The proper dynamical system defined by a periodically forced planar system is a three-dimensional ring, as described in "A short course in toral arrangement" (Abraham and Shaw, 1992). Here however, we will continue with the two-dimensional representation introduced above for a single pulsatile perturbation - the upswinging red hook of Section 3.4. After one hook, we will suppose that the blue trajectory relaxes to the unperturbed PA in much less than one period. Thus the next perturbation will arrive at a phase following (or preceding) the first hook by a phase difference given by the PRC, hence a second hook will be seen to the right (or sometimes to the left) of the first hook. And so on, as shown here. As we might have predicted on the basis of theory, these hooks converge on an attractive fixed point of the PRC, regarded as a one-dimensional discrete dynamical system - a favorite phase. See Fig. 4.2.1.

Note that the blue snap-back of a hook is eventually in phase with the green isochron passing through the upper end of the red part of the hook. Thus, we may imagine that the system snapsback instantaneously along the green isochron, rather than rapidly along the blue trajectory.

In other words, the effect of a pulse of duration Dt is to move the trajectory cycling around the PA from its phase when the pulse begins, to the reset phase when the pulse ends. The unperturbed system would have moved forward along the PA, according to the speed of the PA (inverse to its period). If the duration, Dt , is small relative to the speed, $360 /$ tau degrees per second say, then the forward motion of the unperturbed system during the duration of the pulse will be insignificant.

## Fig. 4.2.1

Here we show three hooks from a sequence of hooks converging to a favorite phase of the Rayleigh system. At 1 the trajectory hooks upward (red) during a pulse, zooms downward (blue) close to an isochron after the pulse. The step backwards along the PA from the beginning of the red to the end of the blue is the loss of phase due to the pulse. At 2, the phase loss is shorter, as the forward motion (red hook) during the pulse (same time duration) is slower here. At 3, the favorite, the red hook covers the blue: no phase is lost.


Let us assume so.

Note also, in Figure 4.2.1, that the heights of the three hooks are all about the same. This is because the durations of the pulses are assumed to be the same, and the amplitude of the vertical force, F, is constant. Meanwhile, the widths of the three hooks are declining, because the angles between F and the isochrons are decreasing, thus also the tangential component of F , as shown in Figure 4.1.1.

Then if a periodic sequence of identical pulses is given with the same period as (that is, synchronously with) this PA, then each red hook will depart the PA almost exactly where the preceding green snap-back landed. This situation is shown in Figure 4.2.2. By the way, this figure appears in the final preprint of Hayashi's career, and as far as we know, has never been published. (Hayashi, 1984) From the preprint, it appears that Hayashi was inspired in this work by receiving a preprint from Vassalo-Pereira, in 1981. We are grateful to Hayashi for sending a copy of his preprint in 1984, which first alerted us to the work of Vassalo-Pereira, and inspired our earlier paper. (Abraham, 1989)

### 4.3 Huyghens' clocks

We go on now to an important example of phase regulation, which will lead us into the next section, on desirable characteristics of entrainers and entrainees. This is the famous example of Chris-

Fig. 4.2.2.
This figure by Chihiro Hayashi shows (in monochrome) the actual trajectory of a synchronously forced PA of a system similar to our example, the Rayleigh system. Here, the PA is circular. (Hayashi, 1984)

tian Huyghens of February, 1665. This example, and its sequel literature, have inspired our favorite phase formula. (Abraham, 1989). This phenomenon of phase entrainment should not be confused with frequency entrainment, in which the two clocks would have the same frequency, but the phase difference of their pendulums would be arbitrary.

Writing to his father in 1665, Christiaan Huyghens noted that two clocks hanging on the same wall displayed "sympathie," in which their pendulums came to swing phase-locked, that is, with a constant phase difference of 180 degrees, regardless of their original phases. (Bleckhman, p. 147; Abraham and Shaw; Pikovsky; Strogatz)

Translations from the Latin of the correspondence of Huyghens on his experiments is given in full in (Pikovsky, 2001), and a nice narrative in (Strogatz, 2003). The dynamical model for Huyghens' clocks is treated in much detail in (Andronov, Khaiken, Witt, 1959/1963; p. 168). The analysis of the Andronov model that inspired our study of pulsatile periodic forcing described above is found in (Vassalo-Pereira, 1989). The phase entrainment of clocks had not received a satisfactory treatment until this work of Vassalo-Pereira. His account can be cast naturally in the language of phase regulation. As our model of the clock, we follow Vassalo-Pereira's account of the clock model of Andronov.

We consider here a single-pulse escapement, following Vassalo-Pereira. Andronov also gives a double-pulse model, which fits better with Huyghens' reports. The single-pulse model gives a boost to the pendulum only once during its full cycle, and synchrony occurs only at a single favor-

Fig. 4.3.1.
Here we have the two-hook (tick-tock) model of Andronov. (Andronov, 1959) The PA (here marked limit cycle) progresses clockwise with two jumps.

ite phase, the zero phase.
Now let us consider the effect of an energy pulse on this system. In Huyghens' example, this pulse will come from the "tock" of the escapement mechanism (the energy supply) of the other clock, transmitted as a solitary wave passing through the wall (the coupling medium). Such a transfer of energy would take the form of an energy pulse, that is, an instantaneous change in V , since, in Newtonian mechanics, forces produce accelerations, that is, changes in V. We assume that this energy pulse looks like a rectangle.

If an external, periodic, synchronous, pulsatile force is applied to this system, the phase resets will converge to a favorite phase at the tock. Similarly, if a downward periodic force were applied, the

Fig. 4.3.2
The (piecewise smooth) periodic attractor consists of two semicircles. In the lower half plane, a semicircle centered at the point $I=(+$ beta, 0$)$. In the upper half plane, segments of two semicircles centered at the point $\mathrm{II}=(-$ beta, 0$)$. The radii are such that the semicircles meet at two points on the horizontal axis. The vertical straight line segment corresponds to the periodic single-pulse (tock) force applied by the escapement mechanism. This drawing by Timothy Poston (Abraham, 1989) is based on (Vassalo-Pereira, 1982).


Fig. 4.3.3
The isochrons of this model are straight lines radiating from I into the lower half-plane, and from II into the upper half plane. This figure, also copied from (Vassalo-Pereira, 1982; p. 348) by Timothy Poston, (Abraham, 1989) is an example of a radial isochron clock (RIC), like many biological clocks. (Hoppenstaedt, Keener, 1982)

favorite phase would be found at the bottom of the PA.

## 5. The concept of phase regulation

Hayashi (1984), influenced by Vassalo-Pereira (1981), was an early advocate of the phase regulation idea. In this section we illustrate this concept with three examples of favorite phase bifurcation: those due to variation of the direction of the external force, to the amplitude of the force, and finally, to the width of the pulse. In each case the forced system is a two-dimensional PA with radial isochrons, an RIC.

### 5.1. Favorite phase bifurcation due to varying the direction of forcing

We consider an external force applied in synchronous, periodic, pulses, to a given RIC. Keeping the amplitude and pulse width of the force small and fixed, we will vary its direction stepwise in a circle, clockwise around the face of a fictitious clock. We will now carry out this thought experiment with a few different RICs, beginning with the circular one considered by Hayashi.

Figure 5.1.1.
Here the RIC is a clockwise circle, with a uniform speed. When the external force, F , is upwards (pointing to the 12) the favorite phase is also at the 12 , As we vary the direction of F to the 1 , the 2 , and so on, the favorite phase just follows along.


Figure 5.1.2.
We now repeat the experiment with this RIC. It has a sharp hump at the top, like some camels. As F rotates clockwise from the 12, the favorite phase follows, but not uniformily. It hovers near the 12 until F approaches the 3 . Likewise if F rotates counterclockwise from the 12, the favorite phase hovers near the 12 until F approaches the 9 . We regard this as a sort of stability for the favorite phase at 12 .

## Figure 5.1.3.

Now here is a new wrinkle! This PA has two humps like some other camels. If we begin a sequence of up-pointing sync-periodic pulses when the system is moving near the 3 , we find convergence to the hump at the 1 . But if we begin the sequence when the system is near the 9 , we find convergence to the hump at 11. There are two favorite phases for up-pointing forcing, and two basins of attraction. And if F is rotated, interesting bifurcations occur.

Figure 5.1.4
In fact, with this three-humped camel, rotation of F clockwise from the 12 back to the 12 exhibits double-fold catastrophes thrice. This type of PA shape is actually found in nature, or at least in some nature-imitating models, such as the Brusselator, and the Hodgkin-Huxley neuron.


### 5.2. Favorite phase bifurcation due to varying the strength of forcing

The behavior of the favorite phase configuration under variation of the amplitude of F , with direction and pulse width held constant, depends very much on the geometry of the phase foliation. We may imagine geometries in catastrophic bifurcations occur, even though we may not be able to find exemplary systems exhibiting these geometries. One such imaginary portrait is shown in Fig. 5.2.1.

Figure 5.2.1.
Here is an ordinary garden-variety PA possessing a weird and kinky phase foliation. Two hooks are shown, both for a narrow pulse of an up-pointing force. But one is weak, and the other strong. Note that the weak hook behaves like Fig. 3.4.2, but the strong hook reaches an isochron that goes around the barn before docking on the PA. This is another catastrophic bifurcation in
 the favorite phase portrait.

### 5.3. Favorite phase bifurcation due to varying the duration of forcing

Finally, we hold direction and amplitude of sync-periodic forcing fixed, and vary the pulse width only. At this point we need to consider the integral formula from Sec. 2.3. We simply consider a single fat pulse as the sum of consecutive thin pulses. If they all agree which way to go (that is, the whole fat pulse is in the basin of a single favorite phase) then they behave just as the thin pulses considered above. However, what if they disagree?

Figure 5.3.1.
Here again our two-humped camel. But here we have a fat pulse draped over the entire camel's back: there is only one favorite phase for this big boy.


### 5.4. Fast regulation with a train of pulses

In the case of subharmonic periodic forcing (e.g., every other cycle of the PA is forced by an external pulse) the phase resets accumulate to a favorite phase as in the harmonic case, although perhaps more slowly. But in the case of fast, superharmonic, periodic forcing, the cumulative effect of a train of pulses occupying an interval of time is much like the effect of a single isolated wide pulse occupying the same interval of time. If the train precedes a favorite phase, the cumulative effect is an advance of phase toward the favorite phase, Similarly, it the pulse train follows the favorite phase, the effect will be a retard, again towards the favorite phase. But if the pulse train is draped over the favorite phase, with some pulses preceding and others following, the phase shifts might balance. This situation is similar to the wide balancing pulse shown in the preceding figure.

### 5.5. Phase regulation design principles

We may now summarize the intuitions we have gained on favorite phases and phase regulation with two design principles for forced oscillator engineers.

### 5.5.1. Good entrainers

Given an entrainee (a fixed PA of a dynamical system) and having chosen a direction for synchronous external forcing, we should examine the phase foliation and favorite phases of the PA. In case there is more than one favorite phase, the forcing pulse should be thin relative to the basin of the desired favorite phase. The amplitude may be high if the isochrons are not too radically curved.

### 5.5.2. Good entrainees

Given an entrainee and a given direction of external periodic forcing, we must consider again the phase foliation and favorite phase-force dynamic on the chosen PA. The curvature of the PA near the desired favorite phase should be adequate to guarantee some stability of the favorite phase under perturbation of the direction, amplitude, and width of the forcing pulse.

Our geometric theory applies, but our visualization strategy does not. The isochrons are 3-dimensional hypersurfaces, but we may still view the perturbed trajectories projected into a plane. WE have chosen the ( $\mathrm{n}, \mathrm{v}$ ) plane for this purpose.

## 6. Applications to Hodgkin-Huxley neural networks

In this section we will apply our ideas on phase regulation to small complex systems composed of coupled HH neurons. In three subsections, we consider one HH neuron forced by a rectangular pulse, one HH forced by another HH , and two HH neurons, mutually coupled.

### 6.1. One Hodgkin-Huxley neuron forced by a square wave

The HH model is a four-dimensional dynamical system with a robust periodic attractor. The state space is euclidean four-space, and the coordinate variables (including the ranges and the colors we use in the graphics) are:
$h$, activation for closure of Na gate, black, range 0 to 0.45
m , activation for opening of Na gate, red, range 0 to 1.00
n , activation for opening of K gate, green, range 0.4 to 0.75
v , voltage, red, range -80 to +30
With our typical values for the various parameters, the period of this oscillation is 12.89 time units. Each cycle provides a fast pulse of voltage from resting (ca minus 74) to peak (ca 20 volts).

Our geometric theory applies, but our visualization strategy does not. The isochrons are 3-dimensional hypersurfaces, but we may still view the perturbed trajectories projected into a plane. We have chosen the ( $\mathrm{n}, \mathrm{v}$ ) plane for this purpose.


Fig. 6.1.1. [hh001.gif]
No forcing. Here we see the time series of v and n for a single period of the PA, 12.89 units of time.


Fig. 6.1.1a. [hh001a.gif]
Same values as above, projected into the ( $\mathrm{n}, \mathrm{v}$ ) plane. The initial point is the black dot, and the trajectory moves clockwise around the cycle.


Fig 6.1.2. [hh001.gif, 150 dpi]
Perturbed with a single pulse of amplitude 100 and duration 10 degrees, in the v direction, beginning at phase 30 degrees. Note that the forcing pulse, magenta, approximates the voltage pulse of the HH system, as for example, applied by a neighboring neuron.


Fig. 6.1.2a. [hh002a.gif, 150 dpi]
Plane projection of Figure 6.2. Note that the phase reset is negative here, as the cycle ends somewhat short of the full cycle of the unperturbed system, Figure 6.1a. Examination of the table of values of the two integrations shows this retard to be about 9 degrees. Here we show the red hook (upward forcing during the pulse) and the blue swoop (relaxing transient after the pulse). The green dot shows where the isochron at the end of the red hook meets the PA, 9 degrees before the beginning of the red hook.


Fig. 6.1.3. [hh003a.gif, 150 dpi]
Here we have integrated for two cycles of the forced system. The hook of the second forcing pulse appears here to the right of the first hook, due to the 9 degrees of phase retard.


Fig. 6.1.4. [hh004a.gif, 150 dpi]
Similarly, here we show 10 cycles of the forced system. Convergence to a favorite phase on the right side of the PA is suggested. This is our first Hayashi plot. The first pulse begins a the bottom of the voltage cycle, which we call zero degrees of phase of the forced system.


Fig. 6.1.5. [hh005a.gif, 150 dpi]
And here, carried to extremes, 100 cycles, and we have found a favorite phase.


Fig. 6.1.6. [hh006a.gif, 150 dpi]
We now try a single pulse beginning at 90 degrees phase of the forced system, just after the beginning of the rapid rise in voltage. Notice the slight bump at the lower left of the loop.


Fig. 6.1.7. [hh007a.gif, 150 dpi]
Periodic repetition of the pulse of Figure 6.1.6 for 100 cycles yields this portrait, showing convergence from the left to the same favorite phase indicated in Figure 6.5. This is our second Hayashi plot for the periodically forced HH system. The two Hayashi plots show that there is a single favorite phase, shortly after the maximum rise of the voltage, as our geometric theory would predict, for the upward vertical pulsatile force.


Fig. 6.1.8. [hh018a.gif, 150 dpi]
And here are two cycles of the forcing square wave, 10 degrees wide, (D, black) along with the voltage (v, red) versus TIME, after 1000 cycles. Here we clearly see the attachment of the forcing pulse to the favorite phase of the HH system, about 9 degrees after the peak of the forced voltage at top dead center. This run began with the forcing pulse at 90 degrees of phase of the forced system. Exactly the same figure is obtained when beginning at 0 degrees of phase, as indicated by the two Hayashi plots.

### 6.2. One HH neuron forced by another HH neuron

In the preceding subsection we have forced an HH with a rectangular pulse that approximates an HH pulse, but, with floor zero. That is, the dv/dt equation has been forced with a periodic rectangular pulse of period 12.89 ( 360 degrees), floor zero, ceiling 100, and width 0.358 ( 10 degrees). The initial phase lag is immaterial, as convergence to the favorite phase difference is quickly established.

We now replace this periodic pulsatile forcing by an HH neuron model identical to the forced system. Again, the initial phase lag is irrelevant, and here we have used phase lag zero. That is, the two HH systems are begun in unison, at the minimum of voltage, and integrated for 100 periods, as in Figures 6.1.5 and 6.1.7. This time we view the asymptotic behavior by plotting the time series for v 1 (the forced HH voltage) and v 2 (the forcing voltage) against time, for the time interval [1200, 1300], that is, from period 93 to 100 . Note: $(\mathrm{v} 2+74)$ is used as the forcing signal.


Fig. 6.2.1. [hh5.gif, 150 dpi]
In green we see seven cycles of the forcing HH voltage, and in blue, the forced HH voltage, after about 100 cycles. As in the case of the rectangular pulsatile forcing of the same frequency and size, the asymptotic phase difference again places the peak of the forcing pulse about a tenth of a cycle after the peak of the forced neuron. In fact, smaller and slightly larger phase lags alternate. Also, note that the blue plot shows a slow subharmonic or chaotic disturbance, probably due to the wide skirt of the forcing HH pulse, relative to the forcing rectangular pulse of the preceding subsection. The situation is the same after 1000 cycles.


Figure 6.2.2. [hh009a.gif, 150 dpi]
Here we show v1 (voltage of the forced HH neuron) versus v2 (the forcer). At the gap (upper center of figure) the higher point is the initial condition, and the motion is CCW. Here we show only cycles 100 to 110 , that is, after the transient has settled to the attractor.


Figure 6.2.3. [hh010b.gif, 150 dpi]
This is a new view of the same run as above. Here we show v1' vs v1,. Again we see what appears to be a Rossler-type of chaotic attractor.


Figure 6.2.4. [fig hh012a.gif, 150 dpi]
Compare this with Figure 6.2.1. Here we have reduced the strength of the forcing of v1 by v2 to one half. Note that the subharmonic ir momebtivequaremimation is much weaker here.


Figure 6.2.5. [fig hh013a.gif, 150 dpi]
Compare this with Figures 6.2.1 and 6.2.4. Here we have reduced the strength of the forcing of v 1 by v2 to one tenth. Note that the subharmonic or chaotic perturbation is very much weaker here.

### 6.3. Two HH neurons, mutually coupled

We next consider two HH neurons, each forced by the other. This means that to the equation

$$
\mathrm{v} 1 \text { dot }=\text { function } 1 \text { of }(\mathrm{v} 1, \mathrm{~h} 1, \mathrm{~m} 1, \mathrm{n} 1)
$$

we add a term: gamma 21 times v 2 , and similarly, to the equation

$$
\mathrm{v} 2 \mathrm{dot}=\text { function } 2 \text { of }(\mathrm{v} 2, \mathrm{~h} 2, \mathrm{~m} 2, \mathrm{n} 2)
$$

we add a term: gamma12 times v1.
First we consider the symmetrical case, in which the two coupling constants (gamma21 and gamma 12) are equal, and equal to one tenth, as in the preceding figure. Here we get a wonderful yet intuitive result: perfect synchrony.


Figure 6.3.1. [hh014.gif, 150 dpi]
The two traces, v1 (blue) and v2 (green) coincide exactly, after the decay of an initial transient. And the common behavior mimics that of the voltage of an unforced HH neuron.

If we now consider a gradual change of the two coupling constants from $(0.1,0.0)$ as in Figure 6.2 .5 , to $(0.1,0.1)$ as shown here, and then on to $(0.0,0.1)$ which would be shown by Figure 6.2 .5 with the two colors reversed, we see that we may engineer the phase relation between the two neurons to be anywhere from -9 degrees to +9 degrees, just by adjusting the coupling constants.

This is highly suggestive, and is the source of our phrase, "phase regulation engineering" introduced some years ago. In fact, this suggests that biological evolution has selected for effective coupling strengths in the biological brain, heart and so on, just as artificial neural networks are trained by Hebbian learning rules.

## 7. Conclusion

And so we have now illustrated the main geometrical features of our theory of phase regulation. And in the context of the Hodgkin-Huxley neuron model, we have shown them in a physiological context. Along the way, we have seen that the favorite phase for forced oscillator may be located counter intuitively at any point along the cycle of the forced system, and wide pulses (as in the HH neuron forced by another HH neuron) the geometrical theory may fail, resulting in chaotic behavior.
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